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Abstract- With the popularity of Social Networks, mostly news providers used to share their news in various social 
networking sites and web blogs. In India, many news groups share their news on Twitter micro blogging service provider. 
These data carries valuable information relevant to social research areas. Thus, the idea is to categorize the news into 
different groups so the news groups in India are identified. News groups are selected on their popularity to extract the short 
messages from Twitter Micro Blog. Short message extracted from Twitter was classified into 12 major groups. Machine 
learning techniques were used to train the data. In order to create the instances words from each short message were consider 
and bag-of-words approach was used to create feature vector. The data was trained using KNN (K – Nearest Neighbor) 
machine learning techniques. The KNN is a typical learning algorithm based on analogy, so each category has a certain 
amount of the training samples which helps representatives guarantee the accuracy of classification. Large amount of feature 
will be collected for current research.The performance will speak the efficacious of the system. 
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I. INTRODUCTION 
 
With the development of web blogs and Social 
Networks, many organizations and News providers 
used to share their news headlines in various websites 
and web blogs. Now-a-days in India, many news 
groups share their news headlines as short messages 
in micro blogging services such as Twitter. Once 
these short messages get processed, it carries out 
significant amount of information which is relevant 
for many social research areas. The idea is to classify 
news short messages into different groups so that the 
user identifies the most popular newsgroup in India. 
This will help in availing information regarding 
development, war, education etc. thereby 
understanding the current state of the country. 
There are several news portals currently available to 
retrieve short messages. Twitter micro blog was opted 
due to 4 reasons [1]. 

1) Micro blogging platforms are used by diverse 
personalities to express their opinion about 
contrasting topics, thus it is a valuable source of 
people's speculation. 

2) Twitter contains an enormous number of text 
posts and it grows every day. The collected 
corpus can be arbitrarily large. 

3) Twitter's audience varies from regular users to 
celebrities, company representatives, politicians 
and even the country’s president. Therefore, it is 
possible to collect text posts of users from 
different social and significant groups. 

4) Twitter's audience is represented by users from 
many countries.  

The research was conducted and several active 
Twitter news groups such as ‘ABP News Tv’, 
‘IBN7’, ‘IBN live’, ‘ZOOMTV’, ‘NDTV’, ‘Zee 
news’, ‘Times of India’, ‘time snow’,’ economic 
times’,’ star sports India’, ‘dna’, and ‘httweets’ were  

 
chosen to extract the data. Twitter API provides the 
ability of extracting 180short messages with other 
necessary details in XML format. 
The short messages will be classified by the system 
into 12 groups: war-terrorist-crime, economy-
business, health, sports, development-government, 
politics, accident, entertain, disaster-climate, 
education, society and international. These groups 
were designated in order to cover the main areas of 
general news provider. With the development of 
machine learning techniques [2], now-a-days, many 
researchers tend to use machine learning techniques 
in text classification [1]. There are 2 types of machine 
learning techniques as supervised learning [3] (the 
learning data will be provided by the developer) and 
unsupervised learning [3] (the method will learn a 
clustering procedure by observing the distance among 
data). For the present study, supervised learning 
techniques will be used as the 12 groups do not 
change regularly. 
In order to classify short messages using machine 
learning techniques, a proper set of features are 
required to extract from the short messages. The bag-
of-words approach [1], was used to extra ct features 
from the short messages. The frequency of each word 
had been used as data. As there are large amount of 
words in different short messages, using all data will 
cause to increase the dimension. Thus, the common 
words are needed to identify and remove from the 
dataset. Zipfs low [5] states that the utmost common 
word in a human language text occurs with a 
frequency inversely proportional to n. Rarely 
occurred words do not carry sufficient information 
but the noise. Thus, low frequent words and high 
frequent words will be removed from the data in 
order to reduce the dimension up to certain level. 
Once created the dataset, it is important to find a 
suitable classification method in order to classify the 
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short messages. KNN [6] was used to classify the 
data as it is capable of dealing with high dimensional 
dataset [1], [5]. The system provides an accuracy of 
identifying news which belongs to group accident 
with 100%,development-government with 100%, 
disaster-climate with 100%, economy-business with 
100%,education with 96.4%, entertainment with 
100%, health with 95.2%, international with 80%, 
politics with 100%, society with 78.40%, sports with 
100 % and war-terrorist-crime with 100%. The next 
section will brief out the method of data gathering 
and feature selection. Section 3 will brief about the 
methods used for classification. Section 4 will throw 
a light on the approach of data training and Section 5 
will brief out the evaluation criteria of the system. 
The general discussion will be brief on section 6. 
 
II. DATA GATHERING AND FEATURE 
SELECTION 
 
The classification will be applied into the short 
messages-news of Twitter micro blog. Thus, twitter 
short messages are needed to be collected. Fortwitter, 
there was a character limit such that the length of one 
short message was limited to 140characters [7]. Thus 
the user bound to provide the news by using few 
amount of words. This caused to limit the words of 
the short messages into key words. Twitter API 
provides the ability of retrieving such short messages 
for a given user in XML file format. 
Each XML file could carry out 180 short messages at 
once. Once gathered the data, the features are need to 
extract from the short messages. These features are 
required to learn the patterns amount the groups. The 
words are used as features. Thus the bag-of-words 
approach [1], [5] was used to extract the features. 
This will pool the words from all short messages and 
will create a document vector, containing words. 
Some researchers had used n-gram instead of words 
[8]. However, n-gram method cause to increase the 
dimension of the dataset, as it uses unigram, bigram, 
trigram which make complex for the system to 
recognize the pattern [8]. Thus, the words are chosen 
as the features. 
In order to create the dataset, the frequencies of 
words were used. All words of the documents do not 
carry out useful information. To avoid using very low 
frequent words which do not carry out any valuable 
information regarding the group. Zipf slow [5] states 
that the nth most common word in a human language 
text occurs with a frequency inversely proportional to 
n. Thus, the common words were removed from the 
dataset by removing high frequency data. Therefore, 
a lower cut off value and upper cut off value were 
required to choose in order to obtain best set of 
features. The frequencies of selected data range were 
shown in figure 1. Thevalues X and Y were chosen as 
the frequency limit(lower cut off value and upper cut 
off value) which maximize the effectiveness. Thus, 
unimportant features were removed from the dataset. 

This caused to reduce the dimension which makes the 
training method more effective. 
 

 
Figure I: Range Of Frequencies Of Chosen Data 

 
In machine learning [2], [3], there are basically two 
types of learning methods. Supervised learning [2] 
and unsupervised learning [2]. In supervised learning, 
the developer provides learning data to the system in 
order to train the system. In un supervised learning, 
the system itself learns patterns from the data. For the 
current situation, as the group are predefined and do 
not change regularly, supervised learning method is 
more applicable [3]. 
 
III. METHODS 

 
In this paper the usage of the k-nearest neighbour 
(KNN) algorithm as a base classifier for the classifier 
ensembles is discussed. This approach was tested in 
combination with a group of the most popular 
classifier ensembles, i.e. Bagging. The concepts of 
the KNN classifier and the four classifier ensembles 
are briefly presented below. 
 
A. The k-Nearest Neighbour Classifier 
The most commonly used version of the classifier can 
be described as follows [9]. For a given query 
instance z the output of the KNN classifier is the most 
probable class: 
 

(ݖ)ܰܰ݇ = 	max∈ ܿ) ,  (1) (ݖ
 
In the case of the standard KNN classifier the class 
probabilities are calculated as follows: 
 

ܿ) , (ݖ = ∑ (௫	ୀ	).(ௗ(௫ ,௭))ೣ∈಼
∑ (ௗ(௫,௭))ೣ∈಼

 (2) 
 
where l() is a function that returns 1 when the 
condition is true, zero otherwise; d(x,z) is the distance 
between two points, in this case Euclidean distance 
and Kzis the nearest neighbours of z. K() is the kernel 
function defined below: 
 

,ݔ)൫݀ܭ ൯(ݖ = 	 ଵ
ௗ(௫,௭)

(3) 
 
A lot of effort was put in trying to determine the 
optimal value of the k parameter. Some studies (e.g. 
[9]) suggest, based on experiments performed on a 
number of datasets, that for the most part the optimal 
value of k is close to 5.That is why this value was 
used in the study. 
 
B. Classifier Ensembles 
Bagging: One of the most popular ensemble methods 
is Bagging (or bootstrap aggregating) developed by 

Frequency 
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Breiman [10]. This algorithm works in the following 
way. A dataset consisting of X instances is given, 
each belonging to one of M classes. The method 
generates T new versions of a learning set by taking 
repeated bootstrap samples from the original dataset 
(sampling with replacement). Each new set has the 
same size as the original (although the size can be 
adjusted) and therefore, some of the instances can 
appear more than once. The algorithm trains each 
classifier D(t)based on one of the samples (where t = 
1, 2, …, T). The outcome given by the final classifier 
D(*) is an aggregation of the results provided by T 
classifiers. 
 
IV. DATA TRAINING 
 
In machine learning [2], [3], there are basically two 
types of learning methods. Supervised learning [2] 
and unsupervised learning [2]. In supervised learning, 
the developer provides learning data to the system in 
order to train the system. In unsupervised learning, 
the system itself learns patterns from the data. For the 
current situation, as the group are pre-defined and do 
not change regularly, supervised learning method is 
more applicable [3]. 
The basic idea of KNN algorithm is transforming the 
text into weighted feature vector in the feature space 
according to the Vector Space Model. At first, it 
doesn’t need to do anything on training samples. But 
when the test sample comes, this algorithm will 
compare the test sample with all the training samples 
and calculate their similarities. Then ittries to find the 
k-nearest samples from all the training samples. The 
set of these samples is called k-nearest neighbor of 
the test sample. The category of test sample is 
decided by the category that often appears in the k-
nearest neighbor. The process is as follows [11]: 
 
1) Setting the value of k, that is, the number of 

nearest neighbor. 
2) Transforming the test sample q and the training 

sample dj into corresponding feature vector 
according to the Vector Space Model. 

3) Using vector cosine similarity to calculate the 
similarity between the test sample q and the 
training sample dj, the formula is as follows: 
 

cos൫ ݀ , ൯ݍ =
∑ ௪ೕ×	௪

|ೇ|
సభ

ට∑ ௪మೕ
|ೇ|
సభ ×ට∑ ௪మ

|ೇ|
సభ

 (4) 

 
4) Sorting the similarities calculated by the above 

formula and selecting the k-maximum values as 
knearest-neighbor of test sample q. 

5) Getting the categories of k-nearest-neighbor and 
dividing the test sample into the category that 
often appears. 

To create the training data and testing data, each short 
message was classified to a group manually. One 
short message might be belong into several groups. 
Therefore, each category was considered as a separate 

binary classification problem [4]. The training 
process was developed in order to recognize whether 
the selected short message belong to the group A 
short messages will be classified manually as "Group 
A" or "other". 90 % data was used to train the system 
and 10 % were used to test the system [4]. In order to 
train the 12 groups, there will be 12 training data sets 
and testing will results 12 tables, each table 
describing their performance as in table 1. 

 
TABLE 1 

 
 
V. EVALUATION 
 
The evaluation was carried out in order to measure 
the effectiveness. Effectiveness is purely a measure of 
the ability of the system to satisfy the user in terms of 
the relevance of short messages retrieved [12]. It is 
assumed that the more effective the system, the more 
it will satisfy the user [12]. The effectiveness of the 
retrieval system was measured using precision and 
recall values [12].Precision is the fraction of retrieved 
short messages that are relevant. Recall is the fraction 
ofrelevant short messages that are retrieved [13]. As 
the system results the performance as in table 1, the 
precision can be calculated using Equation 1 and 
recall could be calculated using Equation 2. 
 

݊݅ݏ݅ܿ݁ݎܲ = 	 ௧
௧ 	ା	

 (5) 

ܴ݈݈݁ܿܽ = 	 ௧
௧	ା	

  (6) 

In order to measure the performance, the performance 
will be depending on the biasness of the training data. 
In order to avoid the biasness, cross validation [14] 
was applied to the testing process. Koveri [14] 
suggest that the best number of fold is 10. Thus, 90 % 
data were randomly chosen to train the data. The 
system was tested 10 times per group and the average 
precision and recall values were calculated [12]. The 
results were briefed in table 2. 
These measures were used to figure out best 
frequency limit for the feature selection. Thus, it is 
important to calculate a single measurement instead 
of 2 values [14]. Many alternative methods were 
proposed over the years and Harmonic mean [13] had 
identified as the best single value summaries [13].The 
harmonic mean (F-measure) was given in Equation 3 
and weighted harmonic mean was given in Equation 
4. Values of P less than 1 emphasize the precision 
whereas values of P greater than 1emphasizes recall 
[13]. 
 

ܨ = 	 ଶ××ோ	
ାோ

  (7) 

ఉܨ = (ఉమାଵ)××ோ
ఉమ×ାோ

  (8) 
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For the current situation, the main focus will be on 
the fraction of retrieved short messages that are 
relevant. Thus F0.5 will be used to select the best 
frequency range and to measure the effectiveness of 
the system. Table 3 provides the values obtain for F 
measure and F0.5. 
 
TABLE 2: PRECISION AND RECALL VALUES 

 
 

TABLE 3: RESULTS OF F-MEASURE AND Fβ-
MEASURE 

 
 
With the results obtain from Table 3 it is clear that 
KNN provides good results for most of groups. 
 
VI. DISCUSSION 
 
A system which is able to classify news headlines 
will be useful in various social researches. With the 
development of web technologies, people get 
involved in many social networks and web blogs. 
Twitter is a micro blog which allows many famous 
news suppliers to publish their news headlines. 
Twitter API supports user to retrieve available short 
messages. These retrieved files will be in XML file 
format and each file could retrieve maximum number 
of 200 short messages per once. In order to apply 
machine learning, a proper feature set was required. 
The feature set was created by pooling the words and 
creating a document vector. This approach was 
named as bag-of-words approach. The frequency of 
each word was chosen as data. When considering all 
words together, it create huge dimension with 3569 
instances. In order to reduce the dimension, a lover 
cut off frequency and an upper cut off frequency 
value was chosen. According to the current system, 
these values are respectively 10 and 38. The value 
was chosen as the frequency range which maximizes 

the accuracy. This caused to reduce the dimension up 
to 126.  
There are 12 groups defined and each group was 
treated as separate binary classification problem as 
same short message could be belong into several 
groups. System was trained using KNN. The 
effectiveness of the training system can be measure 
using recall and precision values. Precision is the 
probability of retrieving relevant short messages. 
Recall is the probability of the relevancy of retrieved 
short messages. The harmonic measure (F-measure) 
was used to obtain a single value for recall and 
precision. The weighted F -measure (Fβ measure) was 
used as precision was needed to be emphasizing in 
current situation. The system provides best results for 
Accident, Development-Government, Climate-
Disaster, Entertainment, Health, Education, Sports, 
War-Terrorist-Crime, Politics and Economy-business 
groups. It provides reasonable effectiveness more 
than 96%. 
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